
 

 

Legal and Intellectual Property Implications on AI Valuation 
Pier Biga - ICM Advisors MD & Head of Tech Valuation Practice 

 

Abstract 
The rapid advancement of artificial intelligence (AI) has ushered in a new era of technological 
innovation, simultaneously creating complex challenges in the realms of law, intellectual property 
(IP), and financial valuation. As AI systems become increasingly sophisticated and pervasive across 
industries, traditional frameworks for assessing value and risk are being put to the test. 

The intersection of AI with legal and IP considerations has given rise to a myriad of questions that 
significantly impact the valuation of AI companies and technologies. These questions span a broad 
spectrum, from the patentability of AI-generated inventions to the copyright protection of AI-
created works, and from liability issues in AI decision-making to data protection concerns in AI 
training and deployment. 

 

In this dynamic landscape, conventional valuation methodologies often struggle to capture the full 
potential—and risks—associated with AI assets. The unique characteristics of AI technologies, 



coupled with an uncertain and rapidly evolving legal environment, necessitate a more nuanced and 
forward-looking approach to valuation. 

Key considerations include: 

• Patent Portfolios: The ongoing debates about AI patentability create uncertainty in 
assessing the long-term value of AI-related patent portfolios. 

• Copyright Protection: Ambiguities surrounding copyright for AI-generated works affect the 
valuation of content-creation AI systems. 

• Regulatory Risk: The potential for new regulations or legal challenges adds a layer of 
complexity to AI valuations. 

• Data Assets: While critical to AI systems, data assets carry both value and potential liability, 
especially in light of regulations like GDPR. 

• IP Infringement Risk: The possibility of intellectual property infringement claims, particularly 
regarding training data, can significantly impact valuations. 

• Trade Secrets: The value of AI-related trade secrets, while potentially substantial, presents 
quantification challenges. 

• Technological Obsolescence: The rapid pace of AI innovation necessitates consideration of 
potential obsolescence in valuation models. 

For stakeholders in the AI ecosystem—be they corporate leaders, startup founders, or investors—
understanding these legal and IP implications is not merely a compliance issue. It is a strategic 
imperative that can profoundly influence innovation strategies, risk management approaches, and 
long-term value creation. 

This article aims to provide a comprehensive overview of the current state of AI law and policy, 
focusing on key issues such as copyright for AI-generated works, patent eligibility for AI inventions, 
liability for AI decision-making, data protection, and the emerging concept of algorithmic 
negligence. Moreover, it will explore how these factors interplay with and impact the valuation of 
AI companies and technologies. 

By delving into these complex issues, this article seeks to equip readers with the insights necessary 
to navigate the challenges and opportunities at the intersection of AI, law, intellectual property, 
and valuation. 

   

1. Copyright and AI-Generated Works 
   - US: No clear consensus on copyright protection for AI-generated works. The US Copyright 
Office has stated that works must be authored by humans to be copyrightable. 

   - EU: Ongoing debates about whether AI-generated works can be protected under copyright law. 
Some countries are considering new rights for AI-generated content. 

   - Key issue: Balancing protection of AI-generated works with traditional notions of human 
authorship and creativity. 

 

 



2. Patent Eligibility for AI Inventions 

   - US: AI inventions face challenges under the "abstract idea" exception to patent eligibility. 
Software and algorithm patents are scrutinized heavily. 

   - EU: The European Patent Office has rejected applications listing AI as an inventor, maintaining 
that inventors must be natural persons. 

   - Key case: Applications by Dr. Stephen Thaler for inventions allegedly created by DABUS (AI 
system). 

   - EPO's reasoning: Based on Article 81 and Rule 19(1) of the European Patent Convention (EPC), 
requiring inventors to be natural persons. 

   - Implications: Challenges for inventions where AI plays a significant role in the creative process. 

   - Ongoing debates: Whether patent law should be updated to accommodate AI inventors. 

   - Alternative approaches: Listing AI system's creators as inventors or creating a new legal 
category for AI-generated inventions. 

   - Global context: South Africa granted a patent to an AI-generated invention in 2021, departing 
from the global trend. 

 

3. AI patent intensity and key trends 
  Here following some highlights of AI patent intensity and key trends: 

• Overall Patent Intensity: 
- AI patent filings have shown exponential growth over the past decade. 
- The intensity of AI patenting has far outpaced overall patent growth rates across 

most major patent offices. 
• Geographical Distribution: 

- China and the United States lead in AI patent intensity, followed by Japan, South 
Korea, and European countries. 

- China's growth in AI patent filings has been particularly aggressive, often outpacing 
other countries in sheer volume. 

• Technology Clusters: 
- Machine Learning, particularly deep learning, shows the highest patent intensity. 
- Other high-intensity areas include computer vision, natural language processing, 

and speech recognition. 
- Emerging high-intensity clusters include AI ethics, explainable AI, and AI for specific 

industry applications. 
• Industry-Specific Trends: 

- Healthcare and biotech have seen a surge in AI patent intensity, particularly in drug 
discovery and medical imaging. 

- Automotive sector shows high intensity in patents related to autonomous vehicles. 
- Financial services are seeing increased patenting in AI for fraud detection and 

algorithmic trading. 



• Quality vs. Quantity: 
- While patent numbers are high, there's ongoing debate about the quality and 

novelty of some AI patents. 
- Some experts argue that the high intensity might lead to a "patent thicket" in AI, 

potentially hindering innovation. 
• Corporate vs. Academic Patenting: 

- Large tech companies dominate in terms of patent numbers, but universities and 
research institutions are showing increased patenting activity. 

- Startups are also contributing significantly to AI patent intensity, often in niche or 
highly specialized areas. 

• Cross-Disciplinary nature: 
- High patent intensity in combining AI with other emerging technologies like IoT, 

blockchain, and quantum computing. 
- This trend indicates the integrative nature of AI across various technological 

domains. 
• Defensive Patenting: 

- Increased intensity in what appears to be defensive patenting strategies, where 
companies file patents to protect their AI innovations from competitors. 

• Open Source Impact: 
- Despite high patent intensity, there's a parallel trend of open-sourcing AI 

technologies, which may impact future patenting strategies. 
• AI as Inventor: 

- Emerging discussions and legal cases about AI systems being listed as inventors, 
potentially impacting future patent intensity and strategies. 

• Ethical AI and Responsible Innovation: 
- Growing intensity in patents related to fairness, accountability, and transparency in 

AI systems. 
- This trend reflects increasing regulatory and societal focus on responsible AI 

development. 
• Edge AI and Federated Learning: 

- Increasing patent intensity in technologies that enable AI processing at the edge 
and privacy-preserving machine learning techniques. 

• AI for Climate and Sustainability: 
- Rising trend in patents applying AI to environmental monitoring, clean energy, and 

sustainable resource management. 
• Specialized Hardware for AI: 

- High patent intensity in AI chip design and neuromorphic computing, reflecting the 
push for more efficient AI hardware. 

• Regional Specializations: 
- Different regions show varying intensities in specific AI subfields, often aligning with 

their industrial strengths or policy focus. 
• Patent Landscape Evolution: 

- The rapid pace of AI development is challenging traditional patent examination 
processes, potentially leading to changes in how AI patents are evaluated and 
granted. 

• International Collaboration and Competition: 



- While there's intense competition in AI patenting, there's also a trend of 
international collaboration, particularly in foundational AI research. 

These trends in AI patent intensity reflect the dynamic and rapidly evolving nature of the field. They 
highlight areas of intense competition, emerging technological focuses, and potential future 
directions for AI innovation. However, it's important to note that patent intensity alone doesn't 
always directly correlate with technological leadership or market success. Factors such as the 
quality of patents, their strategic value, and how effectively they are leveraged in product 
development and market strategies also play crucial roles. 

Fig. 1 – Top 25 Organizations by AI Patents in 2023 
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Fig. 2 – Next  25 Organizations by AI Patents in 2023  
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 Fig. 3 –   AI Patents by sectors for top 100 organizations   

 

 

 



3. Liability for AI Decision-Making 
   - Current legal frameworks not designed with AI in mind, creating application challenges. 

   - Key questions: 

     a) Who is responsible when an AI system causes harm? 

     b) How to handle liability with opaque AI decision-making? 

     c) Should AI systems be held to human standards? 

   - Potential liable parties: 

     a) Developers/Manufacturers: Liability for design flaws, inadequate testing, or improper   
instructions. 

     b) Users/Operators: Liability for misuse or ignoring safety warnings. 

     c) Owners: Potential liability similar to company responsibility for employee actions. 

     d) The AI itself: Proposals for AI legal personhood, raising complex philosophical and 
practical questions. 

   - EU approach: Risk-based approach in proposed AI Act, potential updates to Product Liability 
Directive. 

   - US approach: No comprehensive federal framework; case-by-case application of existing laws. 

   - Challenges in attributing fault: Multiple parties involved, "black box" nature of some AI 
algorithms. 

   - Insurance and risk mitigation: New insurance products emerging, companies developing AI-
specific risk management strategies. 

   - Emerging concepts: "Algorithmic negligence," "moral crumple zones." 

   - International considerations: Cross-border liability challenges. 

 

4. Data Protection and Privacy 
   - EU: General Data Protection Regulation (GDPR) imposes strict rules on data processing, 
including AI applications. 

   - US: No comprehensive federal privacy law, but states like California have enacted regulations 
(e.g., CCPA/CPRA). 

   - Key issues: Data collection, processing, storage, and user rights in AI systems. 

 

 

 



 

5. Bias and Discrimination in AI Systems 
   - Concerns about AI perpetuating or amplifying societal biases. 

   - Efforts to develop frameworks for fair and unbiased AI, but implementation remains 
challenging. 

   - Legal challenges emerging, e.g., Clarkson v. Airbnb case regarding AI-powered facial 
recognition discrimination. 

 

6. Transparency and Explainability Requirements 
   - EU: Proposed AI Act includes requirements for high-risk AI systems to be transparent and 
explainable. 

   - US: Various agencies exploring explainability requirements, particularly in regulated industries. 

   - Importance: Builds trust, enables error identification, facilitates compliance, supports informed 
decision-making. 

   - Challenges: Complex AI models can be inherently opaque, trade-offs between performance and 
explainability, balancing transparency with IP protection. 

   - Technical approaches: Interpretable AI models, post-hoc explanation methods (e.g., LIME, 
SHAP), visualization techniques, counterfactual explanations. 

   - Industry-specific considerations: Finance, healthcare, criminal justice, autonomous vehicles. 

   - Ethical implications: Right to explanation, accountability for AI-driven outcomes. 

   - Business implications: Potential competitive advantage, increased development costs, need for 
cross-functional teams. 

   - Best practices: Design for explainability, maintain comprehensive documentation, implement 
regular audits, provide clear explanations to end-users. 

   - Limitations: Full transparency not always possible or desirable, simplified explanations may not 
capture full complexity. 

 

7. Algorithmic Negligence 
   - Definition: Failure to exercise reasonable care in the design, development, deployment, or use 
of algorithmic systems that results in harm. 

   - Key elements: Duty of care, breach of duty, causation, damages. 

   - Challenges: Defining standard of care for rapidly evolving AI technologies, determining 
foreseeability of harm, attributing fault. 



   - Potential scenarios: Biased decision-making, AI-driven medical misdiagnoses, autonomous 
vehicle accidents. 

   - Legal considerations: Adapting traditional negligence principles, role of expert testimony, 
potential "reasonable algorithm" standard. 

   - Preventive measures: Thorough testing, ongoing monitoring, human oversight, robust 
documentation. 

   - Implications for stakeholders: Developers, companies, insurers, regulators. 

   - Intersection with other legal concepts: Product liability, professional malpractice, strict liability. 

8. Some Legal Cases 
• Thaler v. Vidal (US) 

- Focus: AI inventorship in patent law 
- Status: Ongoing appeal after US Court of Appeals for the Federal Circuit ruling 
- Key issue: Whether an AI system (DABUS) can be listed as an inventor on a patent 

application 
- Significance: Could reshape patent law regarding non-human inventors 

• Authors Guild v. OpenAI (US) 
- Focus: Copyright infringement by AI training 
- Status: Filed in September 2023 
- Key issue: Whether using copyrighted works to train large language models 

constitutes fair use 
- Significance: Could impact how AI companies access and use training data 

• Andersen v. Stability AI Ltd et al. (US) 
- Focus: Copyright infringement by AI art generators 
- Status: Ongoing class action lawsuit 
- Key issue: Whether AI art generators infringe on artists' copyrights by using their 

work for training 
- Significance: Could affect the future of AI-generated art and image synthesis 

technologies 
• Clarkson v. Airbnb (US) 

- Focus: Discrimination in AI-powered facial recognition 
- Status: Ongoing 
- Key issue: Whether Airbnb's AI-powered identity verification system discriminates 

against transgender users 
- Significance: Could set precedents for AI bias and discrimination cases 

• NOYB v. OpenAI (EU) 
- Focus: GDPR compliance of ChatGPT 
- Status: Complaint filed with Austrian data protection authority 
- Key issue: Whether OpenAI's data collection and processing practices violate GDPR 
- Significance: Could impact how AI companies handle personal data in the EU 

• Huon v. News Corp Australia (Australia) 
- Focus: Defamation by AI-generated content 
- Status: Ongoing 
- Key issue: Liability for defamatory content generated by AI systems 



- Significance: Could set precedents for responsibility in AI-generated content 
• Anthropic vs. The New York Times (US) 

- Focus: Alleged unauthorized use of copyrighted material for AI training 
- Status: Pre-litigation negotiation phase (as of last update) 
- Key issue: Whether using copyrighted news content to train AI models constitutes 

fair use 
- Significance: Could impact how AI companies access and use news content for 

training 
• Getty Images v. Stability AI (UK and US) 

- Focus: Copyright infringement in AI image generation 
- Status: Ongoing in both jurisdictions 
- Key issue: Whether using copyrighted images to train AI models violates copyright 

laws 
- Significance: Could affect the legality of current AI image generation practices 

• Microsoft GitHub Copilot Lawsuit (US) 

    - Focus: Open-source licensing and AI code generation 
    - Status: Class action lawsuit filed  
    - Key issue: Whether GitHub Copilot's use of open-source code violates licensing terms 
    - Significance: Could impact the development and use of AI coding assistants 

 

These cases represent a range of legal challenges posed by AI technologies, from intellectual 
property and copyright issues to data protection and discrimination concerns. Their outcomes 
could significantly shape the legal landscape for AI development and deployment across various 
jurisdictions. 

It's important to note that the legal landscape surrounding AI is rapidly evolving, and new cases are 
emerging regularly. Additionally, the status of these cases may change over time.   

  

9. Legal & IP Implications for AI Companies and Tech Valuation  
The evolving landscape of AI law and intellectual property significantly impacts the valuation of AI 
companies and technologies. Traditional valuation methods may struggle to capture the full 
potential of AI assets due to their unique characteristics and the uncertain legal environment. 
Patent portfolios related to AI algorithms or applications may face challenges in demonstrating 
long-term value due to ongoing debates about AI patentability. Similarly, the ambiguity 
surrounding copyright protection for AI-generated works can affect the valuation of content-
creation AI systems. The potential for regulatory changes or legal challenges adds an element of 
risk that must be factored into valuations. Data assets, often critical to AI systems, may carry both 
value and liability, particularly in light of data protection regulations like GDPR. The risk of 
intellectual property infringement claims, especially regarding training data, can significantly 
impact a company's valuation. Additionally, the value of trade secrets in AI development may be 
substantial but difficult to quantify. Valuators must also consider the potential for rapid 
obsolescence due to the fast-paced nature of AI innovation. For investors and acquirers, thorough 
due diligence on AI-related legal and IP issues is crucial, as these factors can dramatically affect the 
long-term value and viability of AI investments. As the legal and regulatory landscape continues to 



evolve, valuations of AI companies and technologies will need to incorporate sophisticated risk 
assessment and scenario planning to account for potential legal and IP developments. 

This paragraph highlights the complex interplay between AI, legal considerations, intellectual 
property, and valuation, emphasizing the unique challenges and considerations in assessing the 
financial value of AI-related assets and companies. 

 

10. Future Outlook 
    - Likely evolution of case law as more AI-related disputes come before courts. 

    - Potential for new legislation specifically addressing AI issues. 

    - Ongoing ethical debates about the extent of human responsibility for AI actions. 

    - Pressure may mount on patent offices and legislators to reconsider stance on AI inventorship. 

 

11. Recommendations for Organizations 
    - Monitor evolving legislation and case law in both US and EU. 

    - Implement robust data governance and privacy practices. 

    - Conduct regular AI audits for bias and ethical concerns. 

    - Develop clear policies on AI authorship and inventorship. 

    - Invest in explainable AI technologies. 

    - Engage with policymakers and industry groups to shape future regulations. 

    - Implement risk management strategies specific to AI deployment. 

    - Stay informed about evolving standards of care and liability risks. 

    - Consider cross-functional teams (tech, legal, ethics) in AI development. 

    - Proactively address transparency and explainability in AI strategies. 

 

Conclusion 
As we stand at the frontier of AI innovation, the legal and intellectual property landscape presents 
both challenges and opportunities for corporations, startups, and investors alike. The evolving 
nature of AI law and policy demands a proactive approach to compliance, risk management, and 
strategic planning. For corporate leaders, this means integrating legal considerations into AI 
development and deployment strategies, investing in explainable AI technologies, and cultivate a 
culture of ethical AI use. Startup founders must navigate these complexities while maintaining the 
agility to innovate, potentially finding competitive advantages in privacy-preserving AI or bias 
mitigation technologies. Investors need to factor these legal and IP considerations into their due 



diligence processes, recognizing both the risks and the potential for value creation in companies 
that effectively address these challenges. 

As the regulatory environment continues to evolve, staying informed and engaged with 
policymakers will be crucial. The companies and investors who successfully navigate this complex 
landscape—balancing innovation with responsible AI development and deployment—will be well-
positioned to lead in the AI-driven future. By embracing transparency, prioritizing ethical 
considerations, and adapting to emerging legal frameworks, stakeholders can not only mitigate 
risks but also unlock new opportunities in the expansive and transformative field of artificial 
intelligence. The future of AI is not just about technological advancement; it's about creating AI 
systems that are legally compliant, ethically sound, and societally beneficial—a goal that, if 
achieved, promises substantial returns for businesses and society at large. 
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